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Introduction / Recent announcement

Power Virtualization Options — KVM

Power Virtualization Options — PowerVM

Linux on Power — Device and Virtualization Support

PowerVM advantages over competitive virtualization technologies
Summary

POWER = Performance Optimized With Enhanced RISC

paper #20240: The Open Platform for Choice: Linux on Power Virtualization © 2014 1BM Corporation
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Linux supports all IBM Power Systems servers

_ Power 795
Industry standard Linux

= Red Hat and SUSE versions consistent with x86_64

= Support available simultaneously with other platforms Power 780

IEL

g

Optimized by IBM to exploit POWER7+ and PowerVM Power 770
= Virtualization, Performance, POWER7+ RAS

Broadest choice of Linux servers IFL

= Linux supports Power 710 to 795 and new Power IFL @
= Linux only one, two and four socket servers:

= PowerLinux 7R1, 7R2, 7R4
= Flex System p24L

s Power 750

IBM Flex
System
* p460, p260,
o Power 740
Power . i
710/ 730 d

© 2014 1BM Corporation
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New IBM Power Systems scale-out portfolio

r—,

Power Systems
4 S824
Power Systems

| —

Zezocket 4U
« Al Gperating
Sustems
Power Systems S824L
814 Z-sccket 41
Power Systems . LnwxOnly
T-socket 41J Toow
Power SYStEI’I‘IS , SEZ%U Ll Dperating Systams
-sockel
Power Systems . fxﬂigzt 21 Operating Systems
L 5 . 4
331 2L * Linux Sl
1-socket. 20

L Gl

PowerVM
=

SUSE PowerSC PowerVC

« redhat
paper #20240: The Open Platform for Choice: Linux on Power Virtualization

n openstack
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Red Hat support for POWER

» Red Hat Enterprise Linux 7

. Public beta available for existing RHEL customers
. Expected full support for POWERS (native mode)

and POWER 7/7+ at operating system GA
» Red Hat Enterprise Linux 6
« redhat

« POWERS supported with U5 (P7-compatibility
mode)

* Full support of POWERG6 and POWER7
(native mode)

» Last update: U5 GA December 2013
ﬁ » Fedora

fedora

 Fedora 16 was first release to re-launch POWER
* Fedora 20 has POWERS support

* Fedora remains primary community for major
innovation/collaboration

= Supported add-ons

> Built from the same source as x86 ° JBoss

»Delivered on the same schedule as x86 * High Performance Network Add-on
» Supported at the same time as x86

paper #20240: The Open Platform for Choice: Linux on Power Virtualization
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» SUSE Linux Enterprise Server 11
. POWERS supported with SP3 (P7-compatibility
mode)
. POWERT7+ encryption, RNG accelerators
supported with SP3

. Full support of POWERT7 (native mode)
SUSE . Earliest supported release: SLES 11 base
Rieriait Vaaaeoeed] . Last update: SP3 GA July 2013

» SUSE Linux Enterprise Server 10*

« POWERY supported with SP3 (P6-compatibility
mode)

* Full support of POWERG (native mode)
« Last update: SP4 GA April 2011

" 0penSUSE
e openSUSE 12.2 re-launched for IBM POWER

e 0openSUSE 13.2 includes POWERS support
(native mode)

»Built from the same source as x86 S d add
»Delivered on the same schedule as xg6| * 2UPpPorted add-ons

> Supported at the same time as x86 » SUSE Linux Enterprise High Availability
Extension (included in base Power license)
* Not supported on POWER7+ and POWERS systems

7 paper #20240: The Open Platform for Choice: Linux on Power Virtualization © 2014 1BM Corporation
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Canonical support for POWER

= Ubuntu 14.04
. POWERS enabled (native mode)

. No official support for POWER7+ and older

systems

Ubuntu® . Supported in KVM only at this time

= Supported add-ons
e JuJu Charms

* MaaS (Metal as a Service)
* Landscape

» Debian
e Community enablement in process

> Built from the same source as x86

»Delivered on the same schedule as x86
» Supported at the same time as x86

paper #20240: The Open Platform for Choice: Linux on Power Virtualization

« No support for 32-bit applications. 64-bit only.
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@ openPOWER" Foundation current Members

iz Google || A rean ) iLich

Inspire the Next

® HITACHI
Ubuntu ALTERAY c &€ XILINX USU

INSpUr e
Sl?’;ynix
TEAMSUN'
1M X hE

a.ﬂ-

EMULEX JF YUAN

@S "
———_ Individual
@Silicon

Technology e Software Web 2.0
Fals SoC, Dey, IP Memaory, Lirx, K5V, nternet, .

MNetworking, Storage Open Source 8 Cloud, Tech Computing
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Why should Power Processors become more relevant?
OpenPower Foundation — Technical Direction

OpenPower Foundation is an open
development alliance based on IBM's POWER
microprocessor architecture.

OpenPower Target Software Stack

Linux LE Linux LE Linux LE \ Linux LE \

In order to deliver more choice, control and
flexibility to developers of next-generation,
hyper-scale and cloud data centers the
Consortium intends to build

advanced server,

networking,

storage,

and GPU-acceleration technology.

= To provide unprecedented customization for
creating new styles of server hardware to
address a variety of computing workloads the
consortium will offer

OpenPOWER hardware architecture (i.a. ISA —

Instruction Set Architecture),

open-source firmware (OPAL)

KVM virtualization with Linux software stack (e.g.
new 64-bit little endian ABI).

10 paper #20240: The Open Platform for Choice: Linux on Power Virtualization
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Why should Power Processors become more relevant?
OpenPower Foundation — Technical Direction

= OpenPower Foundation is an open OpenPower Hardware Introduction
development alliance based on IBM's POWER ' i) SRR R
microprocessor architecture.

= In order to deliver more choice, control and

flexibility to developers of next-generation,
hyper-scale and cloud data centers the
Consortium intends to build

— advanced server,

— networking,

— storage,

— and GPU-acceleration technology.

= To provide unprecedented customization for
creating new styles of server hardware to
address a variety of computing workloads the
consortium will offer
— OpenPOWER hardware architecture (i.a. ISA —
Instruction Set Architecture),
— open-source firmware (OPAL)

— KVM virtualization with Linux software stack (e.g.
new 64-bit little endian ABI).

11 paper #20240: The Open Platform for Choice: Linux on Power Virtualization © 2014 1BM Corporation
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Power Virtualization Options

PowerKVM

Q2 2014
Initial Offering

PowerKVM provides an open source choice
for Power Virtualization for Linux workloads.

Best for clients that aren’t familiar with Power
P VM and Linux centric admins.
OWe r PowerVM

2004
Initial Offering

PowerVM is Power Virtualization that will continue to be enhanced
to support AlX, IBM i Workloads as well as Linux Workloads

12
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Power Virtualization Options — KVM
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KVM on Power — PowerKVM

14

Host OS
(ppc64)
A

Standard interfaces

T

Linux Userspace

VM1 VM2 VM3
RHEL | SLES

TIET |

paper #20240: The Open Platform for Choice: Linux on Power Virtualization
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Smart Cloud
Entry

. Openstack
. controller

Browser
Or
. Client

Xcat
Chef
Puppet
Cugom scripts
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Project Kimchi —an emerging open source KVM management tool

GitHub This repository ~ | Search or type a command @ Explore Features Enterprise Blog - Sign in

kimchi-project / kimchi % Star 35 |7 Fork 14
An HTML5 management interface for KVM
<> Code
407 commits 2 branches 1 release 14 cc
@ Issues 56

@ §# branch: master +  kimchi / [+

Il Pull Requests

MockModel: fix mock_environment == EE Wiki

ﬁ aglitke authored 3 hours ago latest commit bg7428fEbb &

B build-aux bulld: Add basic autotools infrastructure 2 months ago #- Pulse

B contrib Update README and packaging files for release 4 days ago tah Graphs

B docs bug fix: keep the default value of storage info from libvirt a day ago Vi R
g P I B et B I Network

W m4 build: Compile, distribute and install files 2 months ago

M po Issue #174: error page can not be translated, fix it 4 days ago MRS clone LR

https://oithub B

gckMedel: fix mock_environment

2 hours ago
You can clone with HTTPS, or
test case after a series unit bug fixed a day ago Subversion.

Kimchi Project

Kimchi is an HTML5 based management
tool for KVM. It is designed to make it
as easy as possible to get started with
KVM and create your first guest.

\ More information at https://github.com/kimchi-project/kimchi

93 Ul Not updated after deleting the last guest (fix) 3 hours ago &> Download ZIP

15 paper #20240: The Open Platform for Choice: Linux on Power Virtualization © 2014 1BM Corporation
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KVM on POWER should behave identically to KVM on x86

= KVM project wiki

— http://www.linux-kvm.org/page/Main_Page
= IBM KVM overview

— http://www.ibm.com/developerworks/cloud/library/cl-hypervisorcompare-kvm/
= Developments in KVM on Power

— http://Iwww.linux-kvm.org/wiki/images/7/70/Kvm-forum-2013-Mackerras.pdf

= KVM Forum 2013: Developments in KVM on Power by Paul Mackerras
— http://www.youtube.com/watch?v=cLQI20LI6EQ

paper #20240: The Open Platform for Choice: Linux on Power Virtualization
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Power Virtualization Options — PowerVM
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PowerVM Virtualization

18

Simplification through virtualization

= Micro-Partitioning (1/20" processor
minimum)

= Multiple Shared processor pools
= Dynamic LPAR

= Virtual 1/0
— Storage
— LAN

Reduced resources
= Fewer processors & I/O adapters

= Increased overall system utilization and
performance

paper #20240: The Open Platform for Choice: Linux on Power Virtualization

Dynamically
Resizable >
Virtual I/O CPUs
Server
Partition Micro-partitioning

Storage
Sharing
Ethernet
Sharing

L
paths

Linux
Linux
Linux

Linux

Linux
Linux
Linux

[ e e —

POWER Hypervisor

Hardware Management
Console

© 2014 1BM Corporation
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Virtual 1/O Server allows virtualization of physical storage resources.

Virtualized storage devices are accessed by client partitions by one of these
methods:

Virtual SCSI

Provides standard SCSI compliant access by client partitions to disk devices,
optical devices and tape devices.

Virtual Fibre Channel

Provides access by Virtual Fibre Channel (VFC) devices to Fibre Channel
attached disk and tape libraries.

The following logical storage devices can be used to back virtualized storage
devices:

Logical volumes

Logical volume storage pools
File storage pools

Shared storage pools

Virtual media repository

19 paper #20240: The Open Platform for Choice: Linux on Power Virtualization
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Virtual I/O Server Storage Virtualization (2/2)

Client Partition 1 Client Partition 2 Client Partition 3 Client Partition 4

Virtual SCSI Virtual SCSI Wirtual SCSI Virtual SCSI
Disk Disk Disk Disk

hdisk0 hdisk1 hdiskO hdisk1

Virtual SCSI Virtual SCSI Virtual SCSI Virtual SCSI Virtual FC
Client Adapter Client Adapter Client Adapter Client Adapter Client Adapter
R
L L 4 N »
—
Virtual SCSI Virtual SCSI Virtual SCSI Virtual FC
Server Adapter Server Adapter Server Adapter Server Adapter
S
I | Logical volume backed | |
1 slorage pool :
I
N I =—e——
| I
1 Logical Vslume 1 I Virtual Media Repository
I “———"‘ I
Physical I Logical Volume 2 ]
WVolume 1 1 [
I File backed
1 storage pool
I
I
I
\

Physical SCSI
Adapter
Virtual /O Server

20 paper #20240: The Open Platform for Choice: Linux on Power Virtualization © 2014 1BM Corporation
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Virtual I/0O Server: Virtual SCSI — Simple Setup

VSCSI
server

k access

| DISk
adapter #1 | | adapte I adapter #1 adapter #1

Client partition #1

VSCSI VSCSI
client client

POWER Hypervisor

Physical adapter

Physical disk
(SCSI, FC)

21

paper #20240: The Open Platform for Choice: Linux on Power Virtualization
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Dual VIOS Server Redundancy: VSCSI

Client Partition

Virtual

hdisk x Resources

Physical
Resources

vSCSI vSCSI
Client Adapter Client Adapter

vSCSI vSCSI
Server Adapter Server Adapter

T 1I8AI8S OIA
¢ 1BNIBS OIA

22 paper #20240: The Open Platform for Choice: Linux on Power Virtualization © 2014 1BM Corporation
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Dual VIOS Server Redundancy: NPIV/VFC

Client Partition

Virtual

hdisk x Resources

Physical
Resources

VvFC VFC VvFC VFC
Client Client Client Client
Adapter Adapter Adapter Adapter

VFC VFC VvFC VvFC
Server Adapter Server Adapter Server Adapter Server Adapter

T 18IS OIA
¢ 18NIBS OIAN

23 paper #20240: The Open Platform for Choice: Linux on Power Virtualization
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Virtual Ethernet — Overview

= Memory based inter-partition _
LAN Hosting

— Packets copied between partition

LPARS
Packet
orwarde

Linux Linux Linux

Virtual
Ethernet
driver

= Physical network adapters
are not needed for inter-
partition communication

= Virtual LAN adapters appear
to the OS as physical

Virtual
Ethernet
driver

Virtual
Ethernet
driver

adapters P j Bl Il e
Virtual Ethernet switch
— HMC generates MAC :
addresses e —

— Supports BOOTP, DHCP... Network adapters.

— VLAN support XXX
g LAN, WAN, ... ; 5

24 paper #20240: The Open Platform for Choice: Linux on Power Virtualization © 2014 1BM Corporation
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How does Shared Ethernet Adapter (SEA) failover work ?

VIOS #1 VIOS #2
[]
Virtual Virtual Virtual
PRIELE Ethernet Ethernet Ethernet PRIELE
Forwarder ) ) ) Forwarder
Driver Driver Driver

Virtual Ethernet Switch

Shared Ethernet failover Control Channel

Network Adapter

X&X NetW}f}A}amer

g LAN, WAN, ... ; ;

paper #20240: The Open Platform for Choice: Linux on Power Virtualization
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Shared Ethernet Adapter failover

WLAN
Foa| IN Use

Control Channel

@ clientw| |clienty| [ClentV

WLAN=10 WLAN=12 \i‘l.:.:l;'lll
SEA a Priority=1 ClientX| : |ClientZ
viaN-11 | | [viean-a i g
: : : : ;g ld=10] |ld=11] |ld=12 Id'ﬂ
ent0 |.... ent3 ent4 ent5 ent6 S ent3 ent4 ent5 ent6 ....[ent0

i -

Ethernet
Network

26

* Picture taken from Nigel Griffiths* AlXpert blog on this topic.
paper #20240: The Open Platform for Choice: Linux on Power Virtualization
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Shared Ethernet Adapter failover with load sharing

';';'-_E”l In Use

Control Channel
w.ml Idle
Id=**

Client v
Client W Client ¥
VLAN=10 VLAN=-12 “':'::m
: SEA b Priority=2
Client X| : |[ClientZ|: :
VLAN=11 | |VLAN-13 | :

Ethernet
Network

Il

* Picture taken from Nigel Griffiths' AlXpert blog on this topic.
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More documentation about PowerVM...

Understand PowerVM features
Plan, implement, and set up

“ Updated to include new

IBM PowerVM Virtualization
Introduction and Configuration

and capabilities
PowerVM virtualization

POWER? technologies

Mel Cordero
Lucio Correia

Hai Lin

Vamshikrishna Thatikonda
Rodrigo Xavier

Redhooks

ibm.com/redbooks

Provides managing and monitoring
~~
Consolidates sources for

“ Includes Virtual 1/0 Server

IBM PowerVM Virtualization
Managing and Monitoring

best practices

PowerVM publications

2.2.2 enhancements

Sergio Guilherme Bueno
Martin Capka

Ingo Dimmer

Tatum Farmer

Rafael Folco

Cesar Diniz Maciel
KyoungHun Min
Stephen Tremain

Steve Wallace

Redhooks

ibm.com/redbooks

http://www.redbooks.ibm.com/abstracts/sq247940.html

28
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Device and Virtualization Support
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Linux Kernel Virtualization Support

= Virtual device support implemented with Linux kernel modules
— ibmveth - virtual ethernet device driver

— Ibmvscsic - virtual SCSI client device driver
— ibmvfc - virtual Fibre Channel client device driver
— ibmvstgt - virtual SCSI target device driver

# find /lib/modules -name "ibmv*ko" -print
/lib/modules/x.x.xx/kernel/drivers/net/ibmveth. ko
/lib/modules/x.x.xx/kernel/drivers/scsi/ibmvscsi/ibmvscsic.ko
/lib/modules/x.x.xx/kernel/drivers/scsi/ibmvscsi/ibmvfc.ko
/lib/modules/x.x.xx/kernel/drivers/scsi/ibmvscsi/ibmvstgt. ko

= No closed source device drivers for Linux on Power, all Linux on Power device
drivers are open source.

= All contained in the standard “vanilla“ Linux kernel (from http://kernel.org) for a
long time!

30 paper #20240: The Open Platform for Choice: Linux on Power Virtualization
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PowerVM advantages over competitive
virtualization technologies
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RAS Feature

POWERY7

X86

OS independent First Failure Data Capture Yes No

Memory Keys (including OS exploitation Yes No
Processor RAS

Processor Instruction Retry Yes No

Alternate Processor Recovery Yes NoO

Dynamic Processor Deallocation Yes No

Dynamic Processor Sparing

|;
D
]
Z
o

/O RAS
Extended Error Handling

Memory RAS
Chipkill™ Yes Yes
Survives Double Memory Failures Yes No
Selective Memory Mirroring Yes No
Redundant Memory Yes Yes

I/O Adapter Isolation (PI-Bus and TCES)

32 paper #20240: The Open Platform for Choice: Linux on Power Virtualization
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PowerVM is the only platform that demonstrated over 98%
availability across all virtualization deployments

= PowerVM versus competitive
virtualization study with over 61,000
clients analyzed

= PowerVM virtualization contributes to
both stability and reliability of an
organization’simplementation

= Virtualized x86 system availability
decreases as an organization’s size
increases

= Key factors

— Reliability and availability that meet today’s
business requirements

—PowerVM on Power demonstrates superior
reliability and availability over all other
virtualization platforms

— Detailed claims and discussion

33 paper #20240: The Open Platform for Choice: Linux on Power Virtualization

Availability

o000
o8.00% 1
97.00% |
96.00% T .
95.00% T
94.00% | ’
93.00% |

92.00%

Madium

System Overall Availability

Large

Organization Size

Very large

¥ Hyper-V

BEVM

¥ OVM Spare

¥ Other

B PowerVM

"OVM
VMware

Xen

Source: Does Your Virtualization Platform Matter? Getting the Most Out of Your IT
Platforms with Virtualization; Solitaire Interglobal Ltd (All rights reserved); April 2012.

© 2014 1BM Corporation
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PowerVM, with its optimized“dense virtualization capability”, allows clients to leverage
virtualization technology efficiently for a maximum number workload deployment on a
single system in the most cost-effective manner.

= X86 server virtualization solutions
like VMware vSphere, Oracle VM,
and Microsoft Hyper-V

VM Density Summary

16.00
—are engineered for less VM density 100
per system
—have a VM density per system « 1000 1 "
5 : " OVM Sparc
of up to 6X less than PowerVM L _ = other

W PowerVM

= PowerVM leads all server L o
virtualization solutions in VM

o | — 't-L L =
density - I II II I I
o IIII . | | — III

Medium

Xen

Very large
Organization Size

Source: Does Your Virtualization Platform Matter? Getting the Most Out of Your IT
Platforms with Virtualization; Solitaire Interglobal Ltd (All rights reserved); April 2012.

34 paper #20240: The Open Platform for Choice: Linux on Power Virtualization © 2014 1BM Corporation
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Optimized for efficiency
PowerVM resource usage is much lower than other competitive
virtualization solutions

PowerVM versus competitive virtualization
study
61,000 customers surveyed

Relative VM Resource Usage {(Memory and CPU) l
Better

—
[ .
¥ Hyper-V
" KVYM
——a— — — ¥ OVM Sparc

¥ Other
H PowervM

— " ovm
¥ VMware
" Xen

Larg

Very large

180.00%

160.00%

= Compared to a baseline of a mid-
sized VMware deployment 140 0%

120.00% /_ —- B B
= PowerVM is up to 105% more : /.I_ -I_
efficient in VM resource usage over '
competitive virtualization offers anovs B

Relative % Usage

60.00%

Organization Size

Source: Solitaire Interglobal Ltd (All rights reserved); April 2012.

35 paper #20240: The Open Platform for Choice: Linux on Power Virtualization © 2014 1BM Corporation
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Power Systems

Security of critical workload (SAP) deployments on Power
IS beyond reproach

O Reported Security Breaches - SAP Platforms

reported_ security
breaches with SAP and
IBM DB2 or Oracle on

Power
= SAP on Power versus competitive SAP _‘

35.00 |
3000
2500

2000

Count (Average)

B |BM Power (Oracle)
B BM Power (DB2)
B Oracle Sparc (Oracle)
W HP x86 (Oracle)
¥ Dell x86 (Oracle)

B HP Itanium (Oracle)

deployments study with over 54,150 Megium Large Very lage
. Organization Size
clients analyzed. -
= The Security for ERP SyStemS, including Source: Business Impacts on SAP Deployments;

Solitaire Interglobal Ltd (All rights reserved); January 2013.

SAP, can be very challenging — by
nature, the mixture of application
modules, user profiles, plug-in
components and so on, provide many
avenues for security breaches.
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Server virtualization security is critical

0
reported security
breaches on the
PowerVM hypervisor

= The PowerVM hypervisor has never had
a reported security vulnerability and
provides the bullet-proof security that
customers demand for mission-critical
workloads.

= The VIOS, which is part of the overall
virtualization has had O reported security
vulnerabilities.

= Dare to compare —search any
security tracking DB and compare
Power against x86.
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Source: National Vulnerability Database, http://nvd.nist.gov/home.cfm, July 2013.

NVDis the U.5. government repository of standards based vulnerability management data.
This data enables automation of vulnerability management, security measurement, and
compliance. NVD includes databases of security checklists, security related software flaws,
misconfigurations, product names, and impact metrics. NVD is a product of the NIST
Computer Security Division, Information Technology Laboratory and is sponsored by the
Department of Homeland Security’s National Cyber Security Division.

CVE is co-sponsored by the National Cyber Security Division of the U.5. Department of
Homeland Security. Copyright © 1999-2012, The MITRE Corporation. CVE and the CVE
logo are registered trademarks and CVE-Compatible is a trademark of The MITRE
Corporation. This Web site is sponsored and managed by The MITRE Corporation to enable
stakeholder collaboration.
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Power Systems advantages over x86

39

Performance
— Highest single per core performance
— Up to eightfold hardware multithreading (SMT=1,2,4,8) with Power8

— Power Systems delivers more performance compared to x86 systems at a N-1 semiconductor

manufacturing level.

Scalability
— Up to 256 cores
— Up to 16 TB of memory

Higher utilization of systems (>= 65% IBM guarantee)
RAS (Reliability, Availability, Serviceability) capabilities

With PowerVM only:

= Redundancy of virtualization engine (VIOS) possible

= Secure by design: ‘bare metal’ hypervisor
— PowerVM hypervisor is digitally-signed firmware with strong cryptography
— Impossible to remotely install a modified fileset into the EPROMSs of Power Systems

= Positioning

— PowerVM - more towards enterprise environments (DBs, ERP, etc.)
— PowerKVM - new applications (cloud (OpenStack), social, etc.)
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L earn more about PowerLinux

Power Systems Linux
PO rtal developerWorks.  tecwicattopics  Evalustion sattware  Community  Events

(Product Information) TPt ooy
www.ibm.com/systems/power/software/linux/

Announcing
IBM PowerLinux

= Learn more about PowerLinu

\ L
fions oducts  Support & downloads My IBM Q — \\ 4 3
IBM Linux e D0 yout thik sbout PowsrLin? We dod Joln it loda: CHck in the s Aght camr ta *Slgn in for RSk
Linex on Power Bystoms Biog Flegistor.” All 10kt s  valld email 00dress. Naxt 1o 1he SIgn [n s a drop down 10 choots
you profamed [angusge Wamsers

Overview Getting started ‘Solutions About Linux Resources [Mesknpe s
wad
Wislenma {2 19 raw communty Bang bust s Linus on IBM Pows Systams

........ B

Scalable, ready for x86 integration Contact 181 i |
. - Feedn
Both Red Hat and Novell SUSE Linux run natively on Pawer Systems, offering a scalable & EmailBM . -
festions. L & s -
altemativs for your open sourcs applications. Laam mors » Find a Business Partnar  To utay In lune win community activies, “iRe” cur Ficeos ’ srmgrowerlina on Twiller l
. Call BM: 1-966-893-8901

Model your datacenter on bkl -0 e com/sy st atisciw e
Power Systems and redefine your l Browse Power Systems +
business performance - —
= Visualize the POWER? difference. m The pl xpand skills - -
e The PowerLinux Community
3 -
— WS- (developerWorks)

www.ibm.com/developerworks/group/tpl/

X Twitter hashtags: +

GO;JSIE‘ +

@thinkpowerlinux plus.google.com/communities/100156952249293416679
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Questions ?

Thank you for your attention !

I CAME FROM A
DISTANT PLANMET TO
BRING YOU ADVANCED
TECHNOLOGY, BUT NO
OME HERE WILL LISTEN!

ir
)

o

@ Scott Adams, Inc./Dist. by UFS, Inc.

41

wienw. dilbert.com  scottadams@sal.com

I AM A SUPERIOR
BEING, YOU MORON!
LISTEN TO WHAT I
TELL YOU AND THEMN

Lo IT!

1/

B

1h0T T Soob Adsms, Inc./Dist. by UFS, Inc.

I FIRED HIM
BEFORE HE STARTED
YAMMERING ABOUT

LINUX,
[
)) EASY COME,
EASY GO.
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